CS211: Problem Set 4

Due Friday, March 20

| encourage you to discuss these problems with other students. However, the write ups should be your
own. Don’t write up your solutions while you're collaborating with others. Write them up later—to
help ensure that you understand the solution on your own. Cite your collaborators in your submission.

1. (6 pts) [DPV] Suppose you are choosing between the following three algorithms:

(a) Algorithm A solves problems by dividing them into five subproblems of half the size, recursively solving
each subproblem, and then combining the solutions in linear time.

(b) Algorithm B solves problems of size n by recursively solving two subproblems of size n — 1 and then
combining the solutions in constant time.

(c) Algorithm C solves problems of size n by dividing them into nine subproblems of size n/3, recursively
solving each subproblem, and then combining the solutions in O(n?) time

What are the running times of each of these algorithms (in asymptotic notation) and which would
you choose?

2. (10 pts) [K&T 5.1] You are interested in analyzing some hard-to-obtain data from two separate
databases. Each database contains n numerical values—so there are 2n values total—and you
may assume that no two values are the same. You'd like to determine the median of this set of
2n values, which we will define to be the n!" smallest value.

However, the only way you can access these values is through queries to the databses. In a single
query, you can specify a value & to one of the two databases, and the chosen database will return
the k' smallest value that it contains. Since queries are expensive, you would like to compute
the median using as few queries as possible.

Give an algorithm that finds the median value using at most O(log n) queries.

3. (9 pts) [K&T 5.3] Suppose you’re consulting for a bank that’s concerned about fraud detection,
and they come to you with the following problem. They have a collection of n bank cards that
they’ve confiscated, suspecting them of being used in fraud. Each bank card is a small plastic
object, containing a magnetic strip with some encrypted data, and it corresponds to a unique
account in the bank. Each account can have many bank cards corresponding to it, and we’ll say
that two bank cards are equivalent if they correspond to the same account.

It’s very difficult to read the account number off a bank card directly, but the bank has a high-
tech “equivalence tester” that takes two bank cards and, after performing some computations,
determines whether they are equivalent.

Their question is the following: among the collection of n cards, is there a set of more than n/2
of them that are all equivalent to one another? Assume that the only feasible operations you can
do with the cards are to pick two of them and plug them in to the equivalence tester. Show how
to decide the answer to their question with only O(n log n) invocations of the equivalence tester.

Give a recurrence relation for the running time of your algorithm.



